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1 General

The purpose of the SAS-macro extPL is the conduct of logistic regression
analyses with data in a two-phase setting. See the documentation TPDocu.pdf

and TPMethods.pdf of the %twophase-Macro for details on the standard meth-
ods. This macro implements the pseudo likelihood method of Scott and Wild
(2011) by assuming a logistic regression model for participation in phase 2.
The method naturally extends the pseudo likelihood method of Breslow and
Cain (1988).

2 Usage

The usage of the extPLmacro is as follows:

%extPL{ path_in = ,
sel_var = ,
out_var = ,
caco = ,
ph2_ind = ,
path_out = ,
diag = }

3 Arguments

The following parameters can be set:

Parameter Description

path_in Path of the input dataset. The value is of the form
path_in=libname.filename. If the dataset is located in the
workspace, libname can be omitted.
Value: string
Default: none

sel_var Names of the regression variables in the logistic regression
model for participation in phase 2. The names must be sepa-
rated by blanks.
Value: string
Default: none

out_var Names of the regression variables in the logistic regression
model for the outcome. The names must be separated by
blanks.
Value: string
Default: none
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caco Name of outcome (case-control) variable. The variable must
have two values: 1 (cases); 0 (controls)
Value: string
Default: None

path_out Path of the output dataset. The value is of the form
path_out=libname.filename. If the dataset should be located
in the workspace, libname can be omitted.
Value: string
Default: none

ph2_ind Name of variable indicating participation in phase 2. The vari-
able must have two values: 1 (participating in phase 2); 0 (not
participating in phase 2)
Value: string
Default: None

diag If not set to zero, details of SAS procedures on the logistic re-
gression analyses and details on the extrapolation are directed
to the SAS-output.
Value: numeric
Default: 0

4 Input data

The input data contains all phase 1 and phase 2 variables of the study. Pa-
tients participating in phase 2 are identified by &ph2_ind=1. Phase 2 variables
for patients with &ph2_ind=0 are ignored an can thus have missing values.
The macro uses the variables &caco, &ph2_ind, &sel_var and &out_var. The
variables specified in &sel_var and &out_var enter in exactly this form into
the linear predictor of the logistic regression model for the participation in
phase 2 and for the outcome, respectively. &sel_var can only include phase
1 variables, while &out_var might include factors of phase 1 and phase 2.
extPL has no capabilities to treat categorical variables as factors or to build
interaction variables. This means that all data manipulation tasks like con-
struction of dummies or building interaction terms have to be executed before
the macro is called.

5 Estimation process

The process of estimation is as follows:

• The phase 2 data (&ph2_ind=1) is extracted from the input data in
&path_in. The number of observations in phase 2 are stored in NPh2.
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• A logistic regression model for participation in phase 2, separately for
cases and controls, is fitted to the phase 1 data using the model

logit(Pr(&ph2_ind = 1|&sel_var, &caco = 1) = (1, &sel_var)α̂1 and

logit(Pr(&ph2_ind = 1|&sel_var, &caco = 0) = (1, &sel_var)α̂0.

The parameter estimates α̂1 and α̂0 and the respective estimated co-
variance matrices Ĉov (α̂1) and Ĉov (α̂0) are stored.

• For each patient in phase 2, the offset

ω =
P̂r(&ph2_ind = 1|&sel_var, &caco = 1)

P̂r(&ph2_ind = 1|&sel_var, &caco = 0)
=

exp((1,&sel_var)α̂1)
1+exp((1,&sel_var)α̂1)

exp((1,&sel_var)α̂0)
1+exp((1,&sel_var)α̂0)

(5.1)

is calculated. Note that this includes the estimation of the probability
for participation in phase 2, if the patient would have been a case and if
the patient would have been a control. The calculation of ω thus involve
extrapolation: If the patient is a control and its covariate pattern is only
present in controls and not in cases, the calculation of P̂r(&ph2_ind =
1|&sel_var, &caco = 1) is an extrapolation of the observed data for cases
to the covariate pattern of this patient. Obviously, this extrapolation
occurs also in patients, which are cases.

• A logistic regression for the outcome &caco is conducted, using the fol-
lowing pseudo model with ω as offset:

logit(Pr∗(&caco = 1|&out_var, &ph2_ind = 1) = (1, &out_var)β + ω. (5.2)

The parameter estimates β̂ and the respective covariance matrix Ĉov(β̂)
are stored.
Note that Ĉov(β̂) do not account for the estimation of α0 and α1, which
led to a robust covariance estimator (Scott and Wild, 2011). A consis-
tent covariance estimator, presented in a general form in Scott and Wild
(2011)[Equation (5)], is calculated by

Ĉov
∗ (
β̂
)

=Ĉov(β̂)

− Ĉov(β̂)I01,1Ĉov (α̂1) It01,1Ĉov(β̂)

− Ĉov(β̂)I01,0Ĉov (α̂0) It01,0Ĉov(β̂),

(5.3)

with I01,1 = Xt
βDiag(µ#(1−µ))Sα1 and I01,0 = Xt

βDiag(µ#(1−µ))Sα0

(# denotes rowwise scalar multiplication). Here, Xβ is the design ma-
trix of the variables &out_var for patients in phase 2, µ the vector of
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patient specific outcome probabilities under the pseudo model (5.2), i.e.

µ = exp
(
Xββ̂ + ω

)
#
(
1 + exp

(
Xββ̂ + ω

))−1

and Sαi = Xα#(1−µαi), where Xα is the design matrix of the variables
&sel_var for patients in phase 2 and

µαi =
exp (Xαα̂i)

1 + exp (Xαα̂i)
, i = 0, 1.

6 Output data

The output data set is stored under path_out and contains the following
variables: Variable (One row for the intercept and each element of &out_var),
Est (the elements of β̂), Stderr (square root of the diagonal elements of

Ĉov
∗
(β̂)) and Stderr_rob (square root of the diagonal elements of Ĉov(β̂)).

Note that the estimate of the intercept is only interpretable in prospective
logistic regression (Schill and Drescher, 1997).
Details of both logistic regression analyses in Section 5 as well as the number
of patterns with extrapolations in the calculation of ω can be directed to the
SAS output by specifying &diag=1.
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